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In this paper we discuss the problem of mappingtigdal database contents and ontologies. The
motivation lies in the fact that during the latgstrs, the evolution in Web Technologies rendehed t
addition of intelligence to the information residipn the Web a necessity. We argue that the addifio
formal semantics to the databases that store tf@itpaof information found in the Web is importarin
order to make this information searchable, acckssibd retrievable. The key technologies towards th
direction are the Semantic Web and the ontolodMs.analyze in this paper the approaches that have s
far been presented in order to exploit the prospibett such collaboration promises. We set ther¢tieal

and practical boundaries of the mapping problemgalee into the tools that altogether comprise ytxla
state of the art, and we provide a discussion alloeitbenefits and the drawbacks of the existing
approaches. We discuss the feasibility and vigbilftapplying the mappings in real world applicasas
well as the directions that the evolution of cutrémplementations should follow. We conclude by
presenting the requirements that should be metderao provide a more powerful next generation of
mapping frameworks.
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1 Introduction

It is generally accepted that the rapid evolutiérihe Internet has brought up significant changes t
information management. The World Wide Web chartedvay people create, manage, access, share
and retrieve information. The existing data that ¢in the Web provide a significant source of
information for almost anything imaginable. Theeash is nowadays focused on how to manage this
vast amount of information. Specifically, duringethatest years, great effort is being spent towards
creating more intelligent services. The Web comityuisi moving towards what is commonly known
as Web 2.0. The scope of this effort consists ofenadficient information management, systems with
faster response, and enhanced intelligence in esggct of the Web experience. Peer to peer systems
search engines, database technology, the Grid, S&elices and the Semantic Web, all play their part
in this new design of the existing infrastructur®sie should keep in mind though, that enhancing the
Web is not a purpose by itself. The goal is to eixpts capabilities as a Knowledge Base or, ireoth
words, to provide the user with accurate and salisfaesults in his search for information.

The most powerful tools in users’ hands are seangfines. Since the World Wide Web became a
public global common currency, its content growthd® the use of search engines a gateway to
information. Without them, the Web in its presemtnf would be useless. Terabytes of data in millions
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of Web pages are impossible to be accessed withioeit use of the current search engine
implementations.

There are several reasons that cause this deféot alirrent form of the Web. The main reason of
this weakness is that the largest quantity of agstlata on the Web is stored using conventional
relational database technology. This informatioofien referred to as the Deep Web [1], as opposed
to the Surface Web comprising all static Web pafsep Web pages do not exist until they are
generated dynamically in response to a direct usquest. As a consequence, traditional search
engines cannot retrieve and index Deep Web pagesént.

Moreover, the data that is available on the Welalligabides by ad hoc formalisms. The lack of a
common, unified and generally accepted Knowledgepr&entation formalism impedes data
exchange, interoperability and collaboration amdvigb communities. The institution of a common
vocabulary, in combination with the addition of fal semantics is, among others, the goal of the
Semantic Web vision. The common knowledge reprasient formalism is ought to be both human
and machine understandable in order to allow im@eeextraction from existing knowledge.

The creator of the Web, Tim Berners-Lee, propokeddea of the Semantic Web to overcome the
handicaps referenced. As stated in [2], the Semawteb is about bringing “structure to the
meaningful content of Web pages, creating an enmient where software agents, roaming from page
to page, can readily carry out sophisticated téskaisers”. The Semantic Web will not replace the
Web as it is known today. Instead, it will be ardiidn, an upgrade of the existing content in an
efficient way that will lead to its integration s& fully exploitable world-wide source of knowledg
In one word, the goal is to bring an order to thaas nowadays known as the Web or, more precisely,
the Deep Web [1].

The key role to this effort is played by ontologid$eir use aims at bridging and integrating
multiple and heterogeneous digital content on aaswim level, which is exactly the key idea of the
Semantic Web vision. Ontologies provide conceptimhain models, which are understandable to
both human beings and machines as a shared coaliegtion of a given specific domain [3]. With
the use of ontologies, content is made suitablerfachine consumption, contrary to the majority of
the content found on the Web today, which is primamtended for human consumption.

Nevertheless, ontologies suffer from a scalabilitpblem. Keeping large amounts of data in a
single file is a practice with low efficiency. Ombgies should rather describe content than cortain
Meanwhile, the Semantic Web is not meant to beralidate technology for Web Engineering, it
should instead be an addition to current practicber than a substitution. The key in bridginggley
data with formal semantic meaning is the inclusibmediation between relational database contents
and ontologies, which is the exact purpose of tireeat paper.

The remainder of this paper is structured as fdloim Section 2, we provide a thorough and
multi-aspect analysis of the domain of our investion. In Section 3, we present the tools that
altogether comprise today’s state of the art irolmgly to database mappidn Section 4, we discuss
the results of our survey and we conclude in Sedidby suggesting a number of ideas that should be
taken into account for the design of the next gatiam tools.

It must be clearly stated that in the current pap@pping refers to a relation between ontology database contents and
should not be confused with mapping among ontotogie
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2 Problem Framework

In this Section we provide the definitions and wiempt to approach the mapping problem from
several viewpoints. Ontologies and their mappingediational databases — or vice versa — present
theoretical and practical interest when examinedWsb engineers, Semantic Web and database
theorists and practitioners, and system and knayeledodelers.

2.1 Ontologies in Web Engineering

Software engineers in general have to consideattoption of a specific working concept in order to
efficiently tackle engineering problems that ariseindustrial conditions. In order to specify the
context that encompasses specific distinct appescthe term of technical spaces (TS) has been
introduced. A TS is a working context with a setasfsociated concepts, body of language, tools,
required skills and possibilities [4]. Before adopta certain space, Web engineers need to compare
the pros and cons of the available approachesedsthat fall into consideration include expresgivit
power, ease in interoperability facilities betwegraces, standardization level, and a broad list of
engineering facilities (i.e. security) most of whiare discussed about in the remainder of the rurre
work. Although TSs are difficult to define, theyrcée easily recognized: XML-based languages
(XML TS), Model-Driven Architecture (MDA TS) as deéd by the Object Management Group
(OMG), Data Base Management Systems (DBMS TS), logyo TS (OTS) are some of the
widespread technical spaces in use. In our workake a closer look at DBMS TS and OTS.

The usage of ontologies in systems modeling previm@verful means for the achievement of an
abundant system description in description logit)(i2rms. DL allows systems modeling in detail by
deriving a concept hierarchy and a correspondirgpgmty hierarchy. DL also possesses the unique
feature compared to the rest of TSs of defining<lmembership by solely stating necessary and
efficient conditions. However, the strength of tlemantic Web is not restricted in concept
description.

Model checking can be realised by the concurrestafsa reasoner, a practice that assures the
creation of coherent, consistent models. Modelcbnmient aims at using ontologies for providing
richer descriptions of models from different TS$ieTgoal is to exploit the ontologies’ inference
support, the formally defined semantics, the suppbrules, and logic programming in general [5].
Hybrid approaches involve models constructed inartben one TS and provide a final model that
comprises the mappings between them as well asititels themselves. This approach embraces the
current survey scope that is confined to ontology database mapping. For a further discussion, the
interested reader is referred to [6].

2.2 Ontologies and Knowledge Bases

Formally, the term ontology as defined by Grubef3his a “specification of aonceptualizatioh
whereconceptualizatioris defined in Al as &tructure<D, R> where D is alomainandR a set of
relevant relations on D [7]. The set of relationsnprises théntensionaland theextensionakelations
also referred to asonceptualandordinary relations respectively. Thdomain spacés defined as a
structure<D, W> where W is @&etof maximal states of affairs of such domain (alatied possible
worlds). A conceptualizatiorior D can be now defined as an ordered tripleCset<D, W,R>, where

R is a set of conceptual relations on the domairtespd, W>. In other words, we can describe an
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ontology as a set of definitions that associatendmes of entities in the universe of discoursd wit
human-readable text describing the meaning of #mees and a set of formal axioms that constrain the
interpretation and well-formed use of these terms.

More abstractly, an ontology can be defined as deahof a Knowledge Base (KB). Practically,
the languages of ontologies are closer in expregsower to First Order Logic (FOL) than languages
used to model databases. For this reason, ontslegeconsidered to be at themantidevel, while
database schemas lay at tbgical or physicallevel. The main difference between an ontology and
KB is that the latter offers reasoning as an additio the model. Thus, it is not possible to extrac
implicit knowledge from the ontology without the euf reasoning procedures [8]. The term
‘ontologies’ in the Semantic Web typically refers tivo discrete methods of modeling a system’s
knowledge.

The first one is RDF (Resource Description Framégvi8], in which, the perception of the world
is modeled as a graph. The RDF graph is similar Borected Labelled Graph, with the difference that
RDF allows for more than one edge between node} [Mie nodes of an RDF graph are not
necessarily connected to each other and it is alibte find circle paths in the graph. The nodearof
RDF graph contain either resources or literals. difference between resources and literals isttiet
latter are not subject to further processing by RiaFsers. Hence, RDF, as indicated by its name, is
language designed to describe resources.

A typical and rather widespread example of a seimamttension of RDF is RDF Schema or
RDFS. RDFS does not impose any further syntacstriotions; it is intended to provide a specific
vocabulary — thus restricting the RDF expressiviip order to be commonly understood. RDFS is the
first attempt to bring an order to RDF semanticg, defining thei sSubcl assOf relationship, a
relationship missing from RDF. In fact, RDF canwewed as merely the language, while RDFS as
the vocabulary that portrays how RDF can be usatkszribe Web content. This is the reason why it
is usually referred to as RDF(S), a notation thatwill also use in the present work.

The second type of ontologies, contains the onaishtve their roots in Description Logics (DL)
and are usually described in OWL [11, 12], basedstamdard predicate calculus. Things are more
complicated than RDF(S) since the world in OWL iswed as a set of classes, properties and
individuals. According to [13], the OWL vocabula¥ycan be defined as a set of literals 8hd seven
sets of URI references:yYVp, Vi, Vop, Vip, Vap and \p that denote the class names, the datatype
names, the individual names, the data-valued ptppermes, the individual-valued property names,
the annotation property names and the ontology samespectively. The OWL language is the
successor of DAML+OIL and is the current recommeiodaby W3C. The classification support by
DL is useful in organizing contexts and conteximigbns.

DL is a subset of the First Order Predicate Cakalud is not a fixed language; it rather comprises
a set of fully defined sublanguages that can begeaized according to their expressive power. The
basic DL language igiz and allows atomic negation, concept intersecti@iye restrictions and
limited existential quantification. Iriz, concepts like “persons whose children are alldfiefhcan be
defined. In order to define more complex conceptshave to add extra constructors e.g. by adding
that is number restrictions we get thesvlanguage, that can express concepts like “perstiashave
more than three children”. By adding nominals tssks (lettep), allowing the declaration of inverse
properties (letter) and complex concept negation (lettdr setting a hierarchy in concepts (lettér
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the DL that occurs igicHOIN. Sinces is shorthand foF ¢ with transitive properties, the resulting

language containing all these features can bedcal@rv. This language corresponds to the OWL
DL language that is widely used in ontologies. Thiecific subset of DL was chosen because it
demonstrates excellent behaviour in algorithms tiet an OWL DL ontology to deduce implicit

information.

Inference services provided by reasoners (e.g.sfedlility, subsumption, equivalence,
disjointness, consistency) have reached a certaitunity level; they are usually based on tableaux
algorithms and are sound and complete. As stat¢8l],jm Knowledge Base is the combination of an
ontology and a reasoner. Although many reasonest, éke practical choice is made among Pellet
[14], FaCT++ [15], KAON2 [16] and Racer [17]. AlF them support DIG [18] interoperability which
is not a standard yet but it is used by reasomeex¢hange HTTP messages with the processes using
them.

A KB created using Description Logics consistsvad parts. The first part contains all the concept
descriptions, the intensional knowledge and isedallTerminological Box (TBox). The TBox
introduces the terminology and the vocabulary ofagplication domain. It can be used to assign
names to complex descriptions of concepts and .rdles classification of concepts is done in the
TBox by determining subconcept/superconcept refatipps between the named concepts. It is then
possible to form the subsumption hierarchy. Theosdgpart contains the real data, the extensional
knowledge and is called Assertional Box (ABox). TABox contains assertions about named
individuals in terms of the vocabulary defined metTBox [19]. A naive approach would be to
consider that the TBox of the ontology correspotwdthe schema of the relational database and that
the ABox corresponds to the schema instance. Unfately, things are more complex than that.

2.3 Relational Models

According to [20], a database is a collection détiens with distinct relation names. The relationa
database consists of a relation schema and aorelmtstance. The relation schema consists of the
schemas for the relations in the database. Théarlastance contains the relation instances, whos
contents are sets of tuples, also called recondsahces can also be thought of as tables, in védch
tuple is a row. All rows have the same number eldf. Fields’ domains are essentially the type of
each field, in programming language terms (i.eéngtrboolean, integer etc.). Relational databases
typically, apart from modeling world concepts, atemtain additional information such as primary key
structures, indexes, stored procedures, triggatsaaurity-related information.

In order to provide access to their contents, detab support many query languages, but SQL is
the practical choice. SQL, introduced in [21], islargoing development for more than fifteen yeiars,
powerful and provides various means of manipulatiigtional databases. The inputs and outputs of
SQL queries are relations. Queries are evaluatieg irsstances of input relations (tables) and poedu
instances of output relations. SQL is said to batimally complete — since it is a superset of
relational algebra — meaning that every query ¢hatbe posed to a relational algebra can be exqatess
in SQL. In other words, with the use of SQL quertégre is no combination of subsets of tuples in a
database that cannot be retrieved.

P We note that there is an ongoing attempt to ex@Wt. expressivity by moving fromoIav to SROIQ. OWL 1.1 page:
http://webont.org/owl/1.1/ accessed on 18-11-2007
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The scope of the ontology to database mapping teolse provide access to the contents of a
database through the schema of the ontology. Conmapproaches, as we will investigate in Section 3,
describe mapping mechanisms between ontology daswt database tables. From the Semantic Web
point of view, the mappings are capable of corradpw class individuals (alt. instances) to any
possible dataset combination, thus significantleeaing the storage capability of the ontology.rrro
the view of database theory, the database scheowwst is enriched in order to include description
logics and answer queries on a higher semanti¢. leve

2.4 Mapping Relational Database Contents to Orgide

The problem of database-to-ontology mapping is g#lyeregarded as a case of data integration.
Things can sometimes be confusing in the specdief mapping relational database contents to
ontology concepts. The difficulties are based oa lieterogeneity between these two information
storage technologies, since major differences shatld be taken into account when considering the
problem of mapping exist. For instance, a datalszdeema does not provide explicit and formal
semantics for the data, in contrast to ontologMereover, a database schema is not shareable or
reusable and it is usually defined for a specifatatiase. On the other hand, an ontology is, by
definition, reusable and shareable. Another keyedihce lies in the development approach. The
development of an ontology is an effort that regsicoordination among several persons, while a
database schema is rarely a result of team-work.

We could claim that databases are similar to KndgéeBases because of the fact that they are
both used to maintain models and data of some dowfadiscourse [8]. There is, though, a great
difference, besides the fact that databases matéldrge and persistent models of relatively sémpl
data while knowledge bases contain fewer but momeptex data. Knowledge bases can also provide
answers about the model that have not been expl#tiated to it. So, mapping a database to a KB is
enhancing the database’s ability to provide impkaiowledge by the use of the terminology described
in the TBox. In the following Section, we providesarvey of approaches that succeed in mapping the
relational database contents to the contents ofottielogy. The description language of choice is
RDF(S) [9] or OWL-DL [11, 12].

Let us define what a mapping is: according to [22napping is the specification of a mechanism
for transforming the elements of a model conformtnga particular metamodel into elements of
another model that conforms to another (possildysidime) metamodel. A mapping may be expressed
as associations, constraints, rules, templatespaitameters that must be assigned during the mgppin
or other forms yet to be determined. In the presmyger, a mapping refers to the creation of a
combination between an ontology model and a datatvesiel.

The general mapping problem can be consideredspe@al case of data integration: the problem
of schema matching. In the schema matching probleeare given a pair of two mutually disjoint
data sets, the source (local) and the target (Blgichema. The idea is to provide a uniform query
interface over the data that is mediated. As fardat integration is concerned, there are two
approaches. In the Local-As-View (LAV) setting, thaurce database is modelled as a set of views on
the global schema. As local, we refer to local sesror databases and as global we refer to th# resu
of the mediated schema. In the Global-As-View (GAtRe global schema is modeled as a set of



N. Konstantinou, D.E. Spar, and N. Mitrou 7

views over the source schema. The major drawbadkeofGAV approach is that it is necessary to
redefine the view of the global schema every tinmew source is integrated.

Theoretically, a Data Integration system is a &ipG, S, M>whereG is the global schem&is
the source schema amd is a set of assertions that relate the elementheofource schema to the
elements of the global schema. Generally spealtieggoal of a data integration system is to proade
common interface to various data sources, so aadble users to focus on specifying what they want.
In our case, the source schema is the schema oéldonal database, and the target schema is the
ontology model. Therefore, the general problem affadintegration is reduced to the problem of
creating correspondences between sets of relatamthbntological data. In order to define the gaher
problem of database and ontology mapping, we assumeavironment where we are given:

1. An ontology, expressed in a language such as(8Dér OWL. The ontology contents can be
viewed as a graph or as a set of triples.
2. A relational database instance, whose conteatstared into tuples.

The general objective is to find mappings and er@aset of correspondences relating ontological
data — predicates in the ontology — and subsetiseofelational data — tuples. The idea is illugian

the Figure below.

< Ontology ) v Z
f £g
‘ Mapping Tool ‘

Database

(0*

Fig. 1. The problem of ontology and database miediatan be abstractly depicted as the intermediaifa mapping tool
between the ontology and the database.

However, one can easily observe that the SQL DODatg Definition Languages) are more
expressive than DL languages in some aspects, tiig@leclational databases have a variety of feature
not included in DL implementations. This heteroggnis covered in the following points:

e The relational schema may contain further consisalDEFAULT, NOT NULL, UNI QUE,
AUTO | NCREMENT.

e The attributes of the relational schema can begasdi using rules that define automatic
behaviours (triggersN | NSERT, ON UPDATE, ON DELETE.

e The majority of the current database implementatimtorporate the ability of stored
procedures and fragments of code that can be eawith the use of SQL.

e Transactions START TRANSACTI ON, COM T, ROLLBACK) are widely used in
commercial applications and in general where sicisricrucial.

e Security-related issues in storing and accessingeot are still missing from ontologies.
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All the previously mentioned constructs cannot lzpped to ontologies. We should not forget that
when the mapping process is completed, the gotd impose queries to the result of the mapping
while preserving the initial expressivity.

We noted earlier that, in a simplified point of wiethe schema of a relational database can be
compared to the TBox of a KB and the schema instam¢he ABox. However, there are significant
differences between Knowledge Bases and datab#isesmost profound one being the richer
expressiveness offered by the former. The onlytiozlahip that can be expressed in the relational
model is an IS-A relationship, while the ontologiseheme allows for more complex relationships to
be stated. In fact, the relational model does motide enough features that could be used to assert
complex relationships among data.

Yet another significant difference is the kind afnsntics that holds for each schema. The
relational database schema abides by the so celé=#:d world assumption’. The system’s awareness
of the world is restricted to the facts that haeerexplicitly stated to it. Everything that has been
stated as true fact is false. In a ‘closed wordhull value about a subject’s property denotestire
existence i.e. &lULL value in thel sCapi t al field of a tableCi t i es claims that the city is not a
capital. The database answers with certainty begaczording to the closed world assumption, what
is not currently known to be true is false. Thugjuery like ‘select cities that are capitals’ wilbt
return a city with a null value at a supposed bawolesCapi t al field®.

On the other hand, a query on a KB can return ttyges of answerd:r ue, f al se andcannot
tel | . The open world assumption states that lack ofwkedge does not imply falsity. In this case,
information that is not explicitly declared fsue is not necessarilfyal se, it can also beinknown.
So a question ‘Is Athens a capital city?’ in anrappiate schema will return ‘cannot tell’ if thehsama
is not informed while a database schema would lglestate f al se, in the case of a null
i sCapital value.

2.5 Querying the result: SPARQL vs. SQL

It can be argued that it is unfair to compare the tanguages, yet. On one hand, SPARQL is still
under design as far as it concerns aspects likiorilsal semantics, while SQL has been present for
many years now. SQL is currently a mature, widebgdi standard, whilst SPARQL still is in its
infancy and has to evolve significantly to reachL.S@apabilities. SPARQL [23], formerly known an
BrQL, is an extension of RDQL and is currently adidate recommendation for standardizing in the
W3C. The popular Semantic Web framework Jena udk®,an implementatidnof the SPARQL
query language. We have to mention that in SPAR®&,graph level is not taken into account as in
other query languages, (e.g. RQL [25], availabl¢him Sesame system [26]), but instead the data is
modeled as a set of triples. Apart from this feet@PARQL bears a lot of similarities to SQL, like
SELECT FROMsyntax; however, although it was designed to leav&QL-like syntax, in its base, it
can be regarded as simple triple pattern statemé€his is because of the nature of the underlyiaig d
that is typically stored in triples. The differesceoncerning the selection of data can be summed as
follows:

°The example is inspired by the one found in hep:vikipedia.org/wiki/Open_World_Assumption, acses on 19-11-2007
4 Since query languages for OWL are not mature34} SPARQL is nowadays the most promising solufrguerying
ontology data. A list with SPARQL implementatiorande found in http://esw.w3.org/topic/Sparglimpéetations, accessed
on 19-11-2007
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e In contrast to SQL, SPARQL does not support negtesties.

e TheSELECT WHERE LI KE statement is missing, a practice that is typicatiplemented in
keyword-based queries.

e SPARQL does not implement a similar construdeBROUP BY offered by SQL.
e Aggregation is also missing, in the formMfN, MAX, SUM COUNT or AVG functions.

Nevertheless, SPARQL embodies a variety of intergdeatures not present in SQL. A feature
that can be met in almost all of the query langadge RDF is the use of tH@PTI ONAL operator that
does not modify the results in case of non-exigteMoreover, th&€ONSTRUCT instruction reassures
that the results will be expressed as an RDF gaaghalso allows the building of new graphs based on
the result sets. Finally, SPARQL can extract reseulescriptions, usingESCRI BE. This property is
not fully defined yet but it is designed for futurge. In [27], an approach of how to model simpgl.S
queries to SPARQL queries is presented.

3 Current Practice and Research

Due to the interdisciplinary nature of the worknredy ontology and database integration, the related
work is far and wide. Therefore, we have to staggieitly that in our research we did not take into
account tools or frameworks that allow simple ggeraf ontology data in a relational database. &imil
approaches, like 3Store [28], Corese [29], Ses&6E Kowari [30] or Instance Store [31] are out of
the scope of the current survey. These tools haveommon that the database is used to store
ontological data but the user does not define nmggpihe can only interact with the ontology data
layer.

MOMIS [32, 33] deals with the heterogeneous informasonrces integration problem. It is a
pool of tools, providing an integrated access ttetogeneous information stored in traditional
databases or file systems, as well as in semistrettdata sources. The system uses gRh object-
oriented language derived from the standard ODM®Gj€@ Database Management Group), in order
to represent the semantics underlying the scheima.nTain components of MOMIS architecture are
wrappers managing all local information sources\ealiator comprising a global ontology builder and
a query manager, a tool - called ARTEMIS - perfargnclassification of local OD. classes for the
synthesis of global OD4 classes, and another tool - called ODB-Tools Engibased on the OLCD
Description Logics, which infers new relationshiptween local ODj classes and contributes to the
generation of a common Thesaurus. The system’s pgrapare placed on top of the information
sources and are responsible for translating thersatof the source into the ORllanguage. They also
perform the translation of a query expressed inQiE,; language into a local request executable by
the query processor of the corresponding sourde tfanslation of the source schema into the @DL
language is based on the, rather elementary, rijileselation name (e.g. a database table) cavrekp
to an ODLg class, and ii) for each relation attribute, anitatte is defined in the corresponding OPL
class.

Clio [34, 35] is a tool that infers mappings from om¢ &f relational tables and/or XML data to
another, but, with minor changes, it could be aggptbo an ontology schema as well. At the core ef th
system are the mapping generation component andjubey generation component. The mapping
generation component takes as input corresponddmetegen the source and the target schemas and
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generates a schema mapping consisting of a segiiedl mappings (declarative assertions, in fdwj t
provide an interpretation of the given corresporesn The query generation component has then the
role to convert a set of logical mappings into aeoeitable transformation query. Query generation
consists of a generic module, independent of aiqouéat execution language, and of a number of
pluggable components that are specific to eachutigrlanguage: SQL, SQL/XML, XQuery and
XSLT. At any time during the design, the user ceewy add and remove correspondences between the
schemas through a GUI component and can inspectdihthe generated logical mappings. Clio runs
a data chase algorithm — introduced in [36] — foe generation of mappings, which are then
represented with the use of an internal notatioppimay language that includes Skolem functions as
well.

One of the few approaches using reverse enginegritiig one proposed by Stojanovic et al. [37],
mapping a given relational schema into an existongological structure. They first capture
information from a relational schema through regegsgineering and, by using a set of mapping rules,
they analyze the obtained information in order t@pndatabase entities to ontological entities. Then,
they perform evaluation, validation and refinemehthe mapping, checking whether all relational
entities are mapped to corresponding ontologicéities and finally, data migration is performed,
involving the creation of ontological instances dzh®n the tuples of the relational datab&s&ON-
REVERSE, a tool for semi-automatically connecting relatibdatabase to ontologfesias been used
in the implementation of this approach, for theoaudtion of the mapping process.

D2R MAP was first presented in [38] and provides meanslddaratively state ontology-to-
database mappings. D2R MAP is based on XML syntaixcanstitutes a language provided to assign
ontology concepts to database sets. It allows mggpf complex relational structures to OWL/RDFS
ontologies, by employing SQL statements in the nrappules, without having to change the existing
database schema. More precisely, a mapping is sepexd by & assMap element, containing
attributes such aSQ. (the SQL statement describing the data spthupBy anduri Pattern
attributes for the creation of ontological instasiceesults are extracted in RDF, N3, RDF or Jefa [3
40] models. D2R MAP can handle highly normalizebleastructures, where instance data is spread
over several tables. However, it fails to map lottuctured databases because of its limited
expressiveness.

D2RQ [41] builds on the above concept of D2R MAP, thetsining theCl assMap element, but
with a slightly different syntax. D2RQs implemented as a Jena graph, wrapping one oe tocal
relational databases into a virtual, read-only Rip&ph. With the use of D2RQ, an application can
query a non-RDF database using RDQL. D2RQ rewiRE®QL queries and Jena API calls into
database-specific SQL queries. The result sethasfet SQL queries are transformed into RDF triples
which are passed up to the higher layers of tha Jemework. Since the corresponding mappings
between the database and RDF are created marthalfyhave to be rechecked after each evolution of
the schema. Especially in environments with cortanhanging schemas, this is not easily
manageable.

€ http://kaon.semanticweb.org/alphaworld/reverse/yi@ccessed on 18-11-2007
" http://www.wiwiss.fu-berlin.de/suhl/bizer/D2RQLeessed on 18-11-2007
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RDF Gateway® is commercial software having similar functioniabt It connects legacy database
resources to the Semantic Web via its SQL Datai&eaterface. The SQL Data Service translates an
RDF based query (expressed in RDFQL, a query lageytiae developers have come up with) to an
SQL query and returns the results as RDF data. Menyvé uses a native database engine that stores
data to a single table, according to the vertigble approach, a choice that casts serious douktseo
system’s performance, since in this case queries ttasearch the whole database in order to return
answer.

eD2R (extended D2R) [42] is an extension of D2R MARJiag operation and condition elements
expressed in terms of elemental functions allowthg definition of complex and conditional
transformations on field values and is based onrtigcies, such as keyword search or natural language
processingR,0 (Relational to Ontology) [43] is another extensildeclarative, XML-based language
to describe, expressively enough, mappings betwesational DB schemas and ontologies
implemented in RDF or OWL. Like D2R MAP ,@ allows the definition of explicit correspondences
between components of two modelsORs an RDBMS independent high level language taks
with any DB implementing the SQL standard. AfORmapping defines how to create instances in the
ontology in terms of the data stored in the datab@ke approach suggested by the authors consists o
creating a mapping description document using Rvith all the correspondences between the
components of the DB’s SQL schema and those obittelogy. Such mappings are then processed
automatically by a mapping processor to populateotitology.

The Ontomat Application Framework, introduced i][4vas one of the first prototypes for
database and semantics integration. It was a &wodttool built upon a component-based architecture.
Ontomat Reverse [45] is part of the framework and offers the metmsemi-automatically realize
mappings (via a set of mapping rules) between ogtolconcepts and databases through JDBC
connections. Nevertheless, it only supports RDplggaand mappings between database tables on the
server and ontology classes on the client.

Considering the problem of deep annotation in teen&htic Web, Volz et al. [45] describe a
framework of metadata creation where Web pageg@nerated from a database. They consider two
ways for the deep annotation of the database;tirbg annotation of the logical database schema or
indirectly by annotation of the Web presentatiomegated from the database contents. We are
particularly interested in the former case, whére database schema is being mapped into a given
ontology. For the automation of the mapping proctssy use Ontomat Reverse, which automatizes
some phases in that mapping process, particulagyucing information from the relational schema,
validation of the mapping process and data mignatibore precisely, database relations are mapped to
ontology concepts if a lexical agreement in the ingnexists (using edit distance as a measure),
attributes are mapped to corresponding datatypeepties, if such properties are defined for the
concept or one of its sub-concepts, and assocgabetween database relations, expressed via foreign
keys, are mapped to object properties. Nonethetegsuser may refine or remove automatically
generated mappings or even create new ones.

A recent solution to the heterogeneous databaegration problem has been proposed by Dou
and LePendu [46] through thei®ntoGrate architecture, transforming relational schema into

9 http://www.intellidimension.com, accessed on 182007
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ontological representation, while allowing usersirde the mappings at the ontological level using
bridge-axioms. The OntoGrate approach involves logiebased schema representation, first order
logic (FOL) inference, and some SQL wrappers. Todehodatabase schemas, concepts and the
relationships (mappings) among them, the authoestbs Web-PDDL ontology language, a FOL
language. The mappings have the form of bridginprag expressed in Web-PDDL. The SQL
wrappers lie above the databases and translatege@ties to SQL queries (by a direct application of
transformation rules), which are then executedherappropriate SQL database using JDBC. The SQL
wrappers also translate the resulting SQL recaisitee-OL assertions.

In order to tackle the problem of mediation, in][4bu et al. present PDDSQL, a language that
automatically translates between SQL and Web-PDDEQL language with a Lisp-like syntax that
expresses ontologies, data instances (facts),eguarid mapping rules between different ontologies.
The same team has also developed a syntax transklted PDDOWL that can translate OWL-QL
[48] to Web-PDDL as well.

Another approach worth mentioning is that of dedwala and Conrad [27], who, seeking a way to
make the Semantic Web vision more of a reality, ndr@ whether the combination of
Relational.OWL as a Semantic Web representation of relationadbdates and a semantic query
language like SPARQL [23] could suffice. Relatia@ANL is a technique to extract the semantics of a
relational database and transform it into an RDFLOd¥Mtology. The data items are represented as
instances of this data source specific ontologyatmal.OWL, using the techniques provided by the
Web Ontology Language OWL, defines classes likebl e or Col utm and specifies possible
relationships among these classes. Thus, an autotreatsformation mechanism is created, from data
stored in relational databases into a representatiich can be processed by virtually any Semantic
Web application. The shortcoming of this approacthat all the relational data have to be storéal in
RDF/OWL format before querying, which would be imgtical if the RDBMS contains a huge
volume of data.

MAPONTO [49] is a semi-automatic tool that assists usersdiscover plausible semantic
relationships between a database schema and alogyntexpressing them as logical formulas. The
tool - implemented as a tab plugin for the popuatology editor Protédé- expects the user to
provide simple correspondences between atomic elisnused in the database schema and those in the
ontology, in order to generate a list of candidales for each individual component in the database
schema. The main idea underlying MAPONT®to represent the ontology as a graph consistfng
nodes (concepts) connected by edges (propertiéen, Tthe tool finds the minimum spanning tree
(Steiner tree) connecting the concepts having yaggproperties corresponding to table columns, and
encodes the tree into a logical formula by joinihg concepts and properties encountered in it.
However, the authors do not mention how they de#ii schema evolution in the original database.
Apparently, the corresponding mappings would haveet updated manually.

Next, we present a comparative overview of the nmogbrtant approaches mentioned above. In
Table 1, we specify the ontology language, the R[3B&hd the semantic query language supported
for each tool. Moreover, the degree of automatiorthe mapping process offered by each tool is
stated. In Table 2, we state the methodology aclaniques followed by each approach, as well as the

" http://protege.stanford.edu/, accessed on 2-11-2007
" http://www.cs.toronto.edu/semanticweb/maponta¢eased on 18-11-2007
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components of the models (ontological and datab#sa) each tool allows to be mapped. The
capability of consistency checks and the interactibeach tool with the user are also included agnon

the criteria.
Table 1. Classification of the approaches.

Tool Ontology RDBMS Semantic Query Infor mation needed/Degree
Language Language of automation
D2RQ RDF, Any RDBMS offering RDQL Both manual and automatic

DAML+OIL JDBC or ODBC access

D2R MAP RDF Any RDBMS offering None Manual
JDBC or ODBC access
Clio N/A Any N/A Semi-automatic
MOMIS ODL3 Any OQL;3 Semi-automatic
RO RDF/OWL Any SQL-implementing None Manual
RDBMS
OntoGrate Web-PDDL Any SQL-implementing Web-PDDL Manual
RDBMS
MAPONTO OowL Any SQL-implementing None Semi-automatic
RDBMS
Relational.OWL RDF/OWL DB2, MySQL, Oracle Any language that Automatic
can query an
OWL ontology

Table 2. Classification of the approaches (contifjue

Tool M ethodology- Components Consistency User Interaction
Techniques mapped Checks
D2RQ Language for DB tables, Yes, through  No graphical interface, user
mappings description  columns, the Jena API  provides mappings in the form of g
primary/foreign proprietary language
keys
D2R MAP XML-based language DB tables, No No graphical interface, user
columns, keys provides mappings in the form of g
mapping language
Clio Data chase algorithm, DB tables, No GUI, enabling the user to remove,
attribute matching columns, keys add or edit mappings. Moreover, the
algorithm. Mappings user must provide correspondences
are described in SQL, between target and source schema.
XQuery or XSLT
MOMIS Affinity calculus, DB tablesand Yes, via Initial annotation of local sources’
clustering techniques, columns ODB-Tools schemata, provided by user through
use of WordNet Engine a GUI. User can intervene at any

point of the procedure, by adding ¢
removing relationships between
schema elements.

=

R0 Ontology populated DB tables, No No graphical interface, user
with instances columns, provides mappings in the form of g
according to a set of  foreign keys proprietary language
mappings specified by
the user
OntoGrate Mappings described as DB tables, Yes, via the Query interface
bridging axioms columns, OntoEngine
integrity reasoner

constraints, keys
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MAPONTO Shortest path finding DB tablesand  No The user should provide
between concepts of  columns correspondences between databage
the ontology and ontology

Relational.OWL Creation of one class DB tables, No, ontology  None
per database columns, is described in

component mapped primary/foreign  OWL Full
keys, datatypes

As it can be seen from the above tables, theranisl@a spectrum of approaches in the database and
ontology collaboration issue, each one using aitrarp methodology and various techniques. This
just showcases the evolving nature of this fieldpbasized by the lack of a common procedure. In
order to summarize in a more concise way theseoappes, we have formed a simple taxonomy for
their classification, shown in Figure 2. We shokigp in mind, however, that each taxonomy class is
quite heterogeneous, containing tools that diffdrssantially from each other in certain aspects.

The whole set of the approaches in the databasersntbgy collaboration field can be classified
into two broad categories, according to whetheruber already has in his possession an ontology to
use. In the first case, where there is a givenlogyomodel that needs to be mapped to a relational
database schema, approaches such as KAON-Reve@&eORtomat Reverse and MAPONTO can be
included. This category of tools can be subdiviitsélf in two other classes of approaches, one
defining mappings manually - that would be the caéd,O, in which the user states explicitly
mappings between the relational schema and thdoggtanodel - and another following a semi-
automatic mapping procedure, as is the case withidbt of the aforementioned tools that are capable
of detecting some correspondences, using heuristieasures of lexical proximity and other
techniques.

Database- Ontology
Collaboration

Not available

Existing Ontology Ontology

Semi-automatic

mapping procedure ontology ontology

development development

Manual Mapping
Definition

Semantics driven Structure driven

Manual Sem)-automatic

Fig. 2. A simple taxonomy of mentioned approaches.

The second group of approaches does not encompga&m ontology, but instead builds an
ontology, based on the given relational schemalsTwothis group include, among others, MOMIS,
D2RQ, OntoGrate and Relational. OWL. Some of theséstuse the generated ontology model merely
as an integration medium between two or more wiati schemata, while for the rest of them, the
generation of an ontology is the ultimate goal,bding the addition of semantics to data stored in
relational databases. Whatever the rationale ofahele application is, we can discern two cases of
ontology model building: semantics driven and gtrices driven ontology development. Under the
latter category, we can only include Relational. QWithich uses predefined ontology classes and
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properties (e.g. Table, Column, hasColumn) in ortedescribe just the structure of a relational
database, hence ignoring the semantics of theiaeétmodel. On the contrary, semantics driven
ontology development is based on the detectionoofepts and relationships between them in the
relational schema and the construction of corredimgn ontology classes and properties. This
construction can either be stated explicitly, thegling to a manual ontology development - th#tés
case with D2RQ - or it can be carried out semi-anatiacally, as in MOMIS or OntoGrate, where the
system proposes certain correspondences and theamsaccept or reject them or even add new ones.

3.1 Proof of concept

To give an even clearer picture of some of the aktowls, we have built a MySQL database called
‘travel’ and mapped some of its contents to an logtpthat contains travel informatirusing the
tools that were available for public use. Our costhatabase schema consists of, among others, the
tables ‘cities’, ‘hotels’, ‘museums’ and ‘activifeand is populated with data that, plausibly, are
semantically linked to the domain of the traveladogy. The table ‘activities’ contains information
about activities offered to tourists, including ith@escription and type (e.g. surfing, hiking), Vehihe
contents of the rest of the tables can be easiflergtood, as their names are self-explanatory. This
example is based on the one illustrated in [50kcdbing yet another approach in the database-
ontology collaboration problem, which, alas, wasrded quite novice to mention it among the other,
more complete approaches.

D2RQ, as mentioned before, is a tool that, in faakes as input a database and a document
containing some mappings and produces as outpohi@mhogy. An interesting feature of D2RQ is the
automation of the generation of a mapping docuniedgsired by the user. Due to space limitations,
we are here presenting only the part of the mapdo@ument that refers to table ‘cities’, which has
three columns, namely ‘id’, which is its primaryykéname’ and ‘isCapital’, with a null default vadu
A segment of the mapping of the table ‘cities xpressed in D2RQ, as follows, in N3 notation:

map: cities a d2rq: d assMap;
d2r g: dat aSt or age map: dat abase;
d2rq:uriPattern "cities/@®ities.i d@d;
d2rq: cl ass vocab:cities; .
map: cities__|abel a d2rq: PropertyBridge;
d2r g: bel ongsTod assMap nap: cities;
d2rq: property rdfs:|abel;
d2rq: pattern "cities #@®ities.i d@d;
map:cities_id a d2rq: PropertyBridge;
d2r g: bel ongsToCl assMap map: cities;
d2rq: property vocab:cities_id;
d2rqg: colum "cities.id";
d2rq: datatype xsd:int;

We can observe that an ontology class named ‘cifeseated and a datatype property, ‘cities_id’
— accordingly for the columns ‘cities_name’ andiés_isCapital’, whose mappings are not shown
here — corresponding to the columns of the datatstse ‘cities’. Moreover, the data stored in the
database are used to create ontological instammbghat is why URI patterns are specified in the
mapping specification above. An instance of the<laities’ is presented next, again in N3 notation

<http://1ocal host/cities/6> a vocab:cities ;
rdfs:label "cities #6" ;

I The travel ontology can be found at: http://proteme3.net/file/pub/ontologies/travel/travel.owl.
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vocab:cities_id "6""xsd:int ;
vocab: citi es_name "Patras"

Relational. OWL resembles D2RQ in that it does remjuire as input an ontology but instead
builds one, according to some predefined rules whitn use of standard classes and properties.
Relational. OWL does not examine the semantics efdftabase; it only considers its structure, just
like D2RQ, when run in automatic mode. Once more,present only the segment of the generated
RDF ontology which refers to table ‘cities’:

<rdf:Description rdf:ID="Cities">
<rdf:type rdf:resource="&dbs; Tabl e"/>
<dbs:isldentifiedBy rdf:resource="#PK0"/>
<dbs: hasCol um rdf:resource="#Cties.id"/>
<dbs: hasCol um rdf:resource="#C ties. nane"/>
<dbs: hasCol um rdf:resource="#Cties.isCapital"/>

</rdf: Description>

<rdf:Description rdf:ID="Cities.id">
<rdf:type rdf:resource="&dbs; Col um"/>
<rdfs:domain rdf:resource="#Cities"/>
<rdf s: range rdf:resource="&xsd;integer"/>
<dbs: | engt h>6</ dbs: | engt h>

</ rdf: Description>

<rdf:Description rdf:1D="Ci ties. nane">
<rdf:type rdf:resource="&dbs; Col um"/>
<rdfs:domai n rdf:resource="#Cities"/>
<rdfs:range rdf:resource="&xsd;string"/>

</ rdf: Description>

<rdf:Description rdf:ID="Gties.isCapital">
<rdf:type rdf:resource="&dbs; Col um"/>
<rdfs:domain rdf:resource="#Cities"/>
<rdfs:range rdf:resource="&xsd;integer"/>
<dbs: | engt h>3</ dbs: | engt h>

</rdf: Description>

<rdf: Descri ption rdf:about="PK0">
<rdf:type rdf:resource="&dbs; Pri maryKey"/>
<dbs: hasCol um rdf:resource="#Cties.id"/>

</rdf: Description>

The Relational. OWL output bears similarities to D2RQ output in the number of classes and
properties created; to be more precise, one ckastaple and one property per column. In additmn t
this, one class describing the primary key of eatite is created as well one class for every foreig
key in the database, the latter case not being mshibgre. All these classes are predefined in
Relational. OWL, thus allowing it to generate anabodgy describing the input database schema no
matter how complicated it may be. Another ontoldgyked with the “schema” ontology, is used for
the storage of the instances created, in ordeottai all database data. An instance of table&i
follows, where the namespace j.0 refers to theésdd ontology file:

<j.0:Cities>

<j.0:Cities.id>6</j.0:Cties.id>
<j.0:Cities.name>Patras</j.0:Cties.nane>

</j.0:Cities>

R,0O differs from both previous approaches, as it toots mappings between a database and an
existing ontology. As such a language, it requétescription of the database schema in additioheo t
definition of the mappings, thus imposing an addiél description overhead for the user. In our
example, we are trying to map the database taltiescto the ontology class ‘City’ of the travel
ontology we mentioned earlier. Moreover, we spetifg desired URI of the instances that will



N. Konstantinou, D.E. Spar, and N. Mitrou 17

populate the ontology. The appropriate databasensatdescription and mapping definition irCR
would look like this:

dbschena- desc ontol ogy http://ww. ow -
name Travel ont ol ogi es. conftravel . ow #
has-tabl e concept map- def
name Cities name City
keycol - desc identified-by Cities.id
nane id uri-as
col umType i nteger concat
nonkeycol - desc arg-restriction
name nanme on-param stringl
col umType string has-val ue string "Gity_"
nonkeycol - desc arg-restriction
nane i sCapital on-param string2
col umType integer has-colum G ties. nane
Database Schema description yOR Mapping Definition in RO

4 Discussion

Our research indicates that database to ontologypimg is still a very active domain. Prevalent Web
trends like blogging, RSS, and the FOAF networkvjat®e the Web with new, constantly updated
material that is often accessed. Furthermore, thergence of the Semantic Web, made it possible to
publish and access far more ontologies than knayeleengineers ever thought that it would be
possible to build [51]. The community of Web Engiriag has created so far numerous ontoldgies
that make the task of handling them as importamteagloping them. Nevertheless, the current stiate o
the art in mapping tools is still in its infancy.

First of all, automation an issue of utmost importance, is not adequaepported. Among the
tools we investigated, only D2RQ [41] and Relatio®VL [27] offered automated mappings. Also,
we did not see a programmatic API that would enslééd Engineers to author their custom mappings
in order to construct a seamless mapping layer th thie exception of D2RQ [52]. Moreover, no
middleware software exists that will offer transg#r transaction between the two levels of
information.

Another important absence is thgpport for collaborative authoringf the mapping instructions.
The tools investigated were all lacking team editsupport. It is our conviction that the complichte
nature of the mapping problem in addition to thtribhuted architecture of Web systems underlines
the necessity of team work. Especially when eagttritmutor is an expert on a specific domain, the
need for a collaboration platform is even greater.

Relational databases are widely used in real-wsckharios whersecurityis an important issue.
Practice has affected SQL evolution so as to magenpletely safe concerning both user permissions
and actual data storage. Security is always a lcbadtor Web Engineers because exposure to the
public requires substantial security mechanismsvatild be very eligible to see an approach taking
into consideration security-related issues. Inapinion, security should be faced in two levelssEi
the lack of security entailed by the storage of ¢héology is a matter that has to be dealt with and
second, we would like to see something similartte tonnection string, commonly used in the
database world. D2RQ was the only approach thedl ttd® consider this security issue, by enabling

¥ Until today, Swoogle [57] has indexed more thaid@0 ontologies. For more detailed and up-to-daistics visit
http://swoogle.umbc.edu/index.php?option=com_swaaghts, accessed on 18-11-2007
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conditional mappings. Consequently, only data siasisfy certain conditions can be accessible thioug
the ontology, when a conditional mapping is applitiius allowing the user to preserve the
confidentiality of his data.

Among our observations was that database-and-gyalollaboration was preferred to database-
to-ontology migration. All the tools we reviewedlféo the first category, with the exception of
Relational. OWL [27] that proposes a direct manipata of the relational data to the RDF/OWL
format and then the process by a reasoner. Inetteof the tools, the aim is to integrate the adth
the use of an ontological mapping tool.

The Semantic Web can be regarded as an open anidudiesd system. Heterogeneity cannot be
avoided in such systems. According to [53], hetengjty can be met in four levels; syntactic,
terminological, conceptual, semiotic/pragmatic. &al surveys have been provided in the field of
ontology collaboration, such as [31, 55]. The visie to create a Web that offers a great deal of
human-centric services, in contrast to the curreonholithic approaches. It should be taken into
account that interoperability among the various piragp methodologies is an important task. Methods
and tools should be provided in order to allow rioperability at an even higher level of information
integration. Then again, the mapped data shoulcbbaected to each other in order to implement the
Semantic Web ultimate goal.

4.1 Benefits and Drawbacks

In order for the ontology and database mediatiosdtisfy real world needs, one has to take into
account numerous factors. The first thing is tcabeé between the resources spent and the benefits
gained. A company that considers a possible adopfigimilar technologies would weigh the benefits
and drawbacks of the proposed integration toofopeiing a typical, crucial in decision making, cost
benefit analysis.

Among the obvious benefits is that querying thetesyswill be more robust, since it will
incorporate Semantic Web technologies. Howeveagriter to achieve this goal, we should be aware
that a single ontology by itself cannot usually @othe needs of a medium or large-scale projecitand
cannot be flexible in implementation, either. Ditdi descriptions of the conceptualisation of the
world usually span over various domains and requdoknical expertise in many fields. A common
goal is the unification of Knowledge Representationthe form of the institution of a common
vocabulary. The key technologies in the Web Engingeare databases and ontologies. According to
[1], the majority of the data that lies in the Wisbstored in some form of a relational database. We
assume that the relational schema and the ontolEne developed independently, an assumption
which complicates things. There are usually soméspa the database which are not included in the
ontology and vice versa. The majority of the currapplications is developed ad hoc, thus impeding
interoperability, integration and collaboration argozarious systems.

A representative example of mediocre behaviouhés ibfamous OpenCyc ontology [56]. The
project officially began on 1984 by Doug Lenat asdunder development until today. The OWL
version of OpenCyc is a huge file larger that oéesipmore than 700 MB of space and takes
approximately 9 hours to load into Protégdsing Swoogle [57], we found reduced versions of

" www.opencyc.org, accessed on 18-11-2007
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OpenCyc but this does not solve the problem. Operifag been connected to terms of WordNet [58],
the open dictionary developed mainly in the Prianetniversity. Due to its large size, OpenCyc is
difficult to handle. One can easily map concepta ofistom ontology to concepts in OpenCyc but it is
difficult to maintain, develop, use and share aogatal descriptions of this size. It would be prafde

to segregate the large ontology into smaller fragsjan order for a community to work parallel on a
common task.

Drawbacks include concerns such as the viabilitghef whole integrated system, an issue that
arises after the creation of the mapping. It cafmsotlisputed that in real-world scenarios, the rahnu
establishment of mappings between database schamdasntologies is considered as an additional
burden in the development process. It is a timesaoring and error-prone task. Moreover, when the
responsible for the mapping process will have tolate a non-trivial mapping, he will often need
domain expertise in both the ontological and thiati@al models. In addition, ontologies and
databases are subject to changes that can easibe dhe mappings to be obsolete or, worse,
erroneous. Therefore, without some maintenancéata snapping will not satisfy real-world needs.
Moreover, it should be taken into account that liguacompanies are unwilling to provide
mechanisms to access their data. In other wordsstigms that have to be answered include who, how,
and how often will he or she realise the mappings?

4.2 Soundness, Completeness and Performance

Among the issues of major importance in mappingWheb Data is to consider the practical value of
the result. Information theorists require the resmlbe sound and complete. A system is sound when
every answer it returns is valid and complete wite@an return answers about the whole extent of its
knowledge. Nevertheless, as far as practical isatesoncerned, it is well known that even reagpnin
with OWL Lite can be of high worst-case compleXB@]. Therefore, while designing, implementing
or using such a system, one should be aware difriistions. The current systems have to balance
between soundness, completeness and performance.

Generally, results returned to the user are exgemtebe returned in less than a second. Users
would rather prefer incomplete results in reasomdlvhe — less than one second — than thorough
results but having to wait for them. In [47] itasgued that applying a sound but incomplete aproac
seems to be a convincing direction.

As far as it concerns scalability measurementsha $emantic Web, the standard benchmark
solution is the Lehigh University Benchmark (LUBIBO0] that has taken a lot of criticism [59] but
remains nevertheless the practical solution. I, [ authors claim that, in order to meet reatidio
needs, a reasoning system has to offer a suffigierpressive query language as well as a flexable
efficient communication interface. LUBM suggests ianomplete query answering procedure and
makes use of information about individuals of assified TBox, while UOBM [61] extends the
LUBM in terms of expressivity. This is accomplishleg adding extra axioms in the TBox using the
full expressivity of OWL Lite (UOBM Lite) and OWL D (UOBM DL). Unfortunately, we did not
run into any benchmarking measurements for anyheftvols presented here, with the exception of
D2RQ, whose results are presented in [52].
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5 Concluding Remarks

Based on the discussion in this paper and inspiced [62], where Uren et al. set the requiremeats f
content annotation, we set the requirements forah®logy to database mapping that should be
considered when designing the next generation .tokie collaboration between the two different
technologies, in order to be widespread has to etenwith existing methodologies, such as Model
Driven Engineering (MDE), that already tackle tloldwing issues. The necessity of clearly defining
the requirements springs from the observation timil today, to our knowledge, the attempts are
characterized by a rigidity of views and no atterngs been conducted so far to unify them under a
common vocabulary/standard. Hence, such a proposighould take into account the following
aspects.

1. Dynamic changing. Any mapping should be dynamic as it will be sebjeo frequent
changes. It should be easily updateable and, estarhit should be automatically updated. Theovisi
is to provide a framework that is aware of potdhtiaoncurrent changes in both information layers
and adjusts to them without human intervention. DMRP, D2RQ and Relational. OWL offer the
creation of automated mappings; we should neverssecomment on the absence of a runtime
environment where changes in the data sourcebwiutomatically reflected in the result mapping.

2. User-centered collaborative design. It is a well known fact that ontology authorirgriot a
linear procedure. Usually, an ontology is develdpethored by a group of people because it often
spans over different conceptual areas. The reqemewf collaborative design is emphasized when it
concerns mappings of a database to an ontologge simery mapping statement demands from the
author(s) knowledge of the domains of both the lwketa and ontology models. Therefore, unless a
collaborative approach is adopted, the viabilitytled system cannot be easily ensured. D2RQ, D2R
MAP and RO offer descriptive languages (i.e. vocabulariesyvhich the mapping can be expressed
and are thus allowing team work on mapping. We khalso mention the API of the commercial tool
RDF Gateway that allows the mapping procedure teegarded as code authoring.

3. Conformity with Standard formats. They should conform to RDF, KIF, OWL and SQL.
Moreover, it would be better to accept formats tesithe RDF/XML notation. Turtle, N3/Notation3
and N-Triple serializations should also be suppmbrbe [59] it is argued that not only the transrioas
format is important, but also the way the data nsoeled. The tools surveyed are all based on
standardized languages, however, we would favourentmmplete approaches. In Table 1, the
columns ‘Ontology Language’, and ‘Semantic Querpdwage’ present the ampleness of the surveyed
tools.

4. Versioning and rollback are crucial procedures, especially in team workBigce neither an
ontology authoring nor a database designing praeettua simple linear task, versioning should be
offered in a way similar to CVS (Concurrent Versiddystem) or Microsoft VSS that is familiar to
developers. The tools that offer a GUI constitutenolithic approaches since the user is limitecht t
capabilities of the graphical tool. Contrarily, Rgraphical interfaces — descriptive languages ssch
D2RQ, D2R MAP, R20 or APIs such as RDF Gatewaylewatoncurrent processing, a matter that is
crucial in commercial environments.

5. Automation at design-time is very important because manual annotation iscéfly an
error-prone and time-consuming task. Companiesitetal are unwilling to spend resources in order
to achieve doubtful results. These two argumeakert into account, the mapping procedure should be
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automated to the maximum possible extent. The colUunformation needed/Degree of Automation’
in Table 1 illustrates the automation level offebgcthe described tools.

6. Completeness. Any system should be able to provide freedomhauthors to capture any
subset of the underlying information. In other wgrénything should be able to be mapped to
anything. Unfortunately, most of the current topl®vide mappings between database tables and
columns as shown in column ‘Components mapped’abld2. We would like to see tools that allow
more general mapping definitions, such as arbit&@®y. queries.

7. Reusability of the mappings. The result of the mapping procedure should beyeasgtended
and combined to other mappings. Developers shaailabte to reuse and consolidate fragments or the
total of their previous work, enhancing its duriilA common mapping language standard — such as
XMI for XML or KIF for ontologies — would provide rmimportant evolution to this direction and
would allow interoperability among Web engineerowdver, the tools that are implemented as
graphical applications (Clio, MOMIS, MAPONTO) cong® monolithic approaches that lack
reusability. The remainder of the tools allows mm@nprocessing but, because of the absence of a
common standard, the user remains restricted tmuke specific tool.

We would like to point out as well that the Semamiieb scientific area should borrow ideas from
the database community. First, there is a lot gieeence in this field whose results should be
integrated in the Semantic Web vision. Real worldcfice has brought up challenges and solutions
that should be taken into account when designiegniext steps. Second, there is a wide society in
Web Engineering that is unwilling to modify legasystems that are fully functional and covering
current needs. Third, there is a lot of expertiséhe domain of databases that would be prefetable
integrate with, rather than migrate to new toold sthnologies.

To sum up, in this paper, we attempted to gathgetteer the most important and contributing
approaches in the subject of database and ontclafgboration, or mapping as it is frequently cited
the text. We tried to provide the reader with acise overview of these approaches, in a way theat th
comparison between them is easy and straightforwiri$ effort has revealed that there are mainly
one or two main ideas, which most of the aforenoeeti approaches share and try to expand.
Therefore, we dare to say that efforts in the fledde become stagnant and that, maybe, a completely
novel approach that takes into consideration oy 6f the points we have highlighted, will rendee t
collaboration between ontologies and databases afficient and simple for the end user. Hence, we
believe that future progress in this research dorshould be closely looked on and this is what ree a
planning to do, incorporating any innovative methdd this work and, of course, more tangible
measures of comparison, such as extensive bencimgark
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